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— Project Portfolio

Breaking CoCoRaHS down into ‘manageable’ chunks



Products (Tangible Output)

e www.cocorahs.org e Carto Data Sync

e data.cocorahs.org e QC Ticketing System

e api.cocorahs.org e Mobile Apps

e bulk.cocorahs.org e WERA Microsites

e cms.cocorahs.org ¢ DevOps Repositories and Pipelines
® maps.cocorahs.org e Documentation

3&& Operations (Continuous)

® Observer Support * YouTube
e Data User Support * Facebook
C O C O R a H S e Coordinator Outreach e Twitter
e CoCoSchools e Fundraising
* Blog ® Product Maintenance

Portfolio

Projects (Have Start and End Dates)

e Azure Migration ® Bulk Mailing List Integration
e Al for Earth * March Madness
e Mapping ® Observer Recruitment & Retention
e Angular Mapping App » Targeted Facebook Ads
e Static Mapping ® Online training events
* Modernization Projects e Data Schema Improvements
e Website User Interface Overhaul * Metric Support
e API Expansion ¢ Internationalization
e Data Export Improvements * Data User Outreach
e |dentity Management e LinkedIn for Non-profits

» Mobile App Improvements * Data flow pipelines



Presenter
Presentation Notes
One way of thinking about the CoCoRaHS IT landscape is to break it up into, products, operations, and projects. 

Products are the tangible things that make up the CoCoRaHS cyber-infrastructure. Mostly, they are the web applications, web APIs, and mobile apps people use every day. 

Operations covers all of the continuous processes that support the day-to-day functionality of CoCoRaHS. 

Projects are finite endeavors that result in new products or product improvements. The goal of any project should be to add value to the network by improving our products and operations. 



Rearview Mirror

Where have we been?


Presenter
Presentation Notes
With that in mind, let’s take a quick look in the rearview mirror to see what has been accomplished in the last year. 

There have been numerous updates to the website, API, data export app and content management system. However, the most significant accomplishments have been the migration of the CoCoRaHS cyber-infrastructure to the Microsoft Azure cloud and the release of the interactive mapping application. 



M |g rat|0n All CoCoRaHS Cyberinfrastructure is running in Azure
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Presentation Notes
I will spare you the technical details associated with the migration to Azure that has been years in the making and will instead focus on the resulting benefits. 



DevOps and
Development

Environment

&

Azure Repos

.‘.

Azure Pipeline

Azure Boards

Introducing Azure DevOps

Azure
Boards

Plan, track, and discuss
work across teams,
deliver value to your
users faster.

Azure
Repos

Unlimited cloud-
hosted private Git
repos. Collaborative
pull requests,
advanced file
management, and
more.

.

Azure
Pipelines

CI/CD that works with

any language, platform,

and cloud. Connect to
GitHub or any Git
provider and deploy
continuously to any
cloud.

a

Azure
Test Plans

The test
management and
exploratory testing
toolkit that lets you
ship with
confidence.
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Azure Artifacts

Azure Test Plans

Azure
Artifacts

Create, host, and
share packages.
Easily add artifacts
to CI/CD pipelines.
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The source code management and continuous deployment capabilities of Azure DevOps has increased the pace of application development. 

It has also made it possible to efficiently outsource the development of subsets of functionality within a larger application.

The addition of a fully independent development environment has made it easier to get stakeholder feedback and find bugs before they get to production.




|\/|On |t0 Il ng Performance and event monitoring across applications and databases
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Presentation Notes
With Azure monitoring capabilities we now have more information regarding the usage and performance of the applications and databases.

We can use that information to tighten security, reduce errors, improve performance, and save money. 




Scalability and

Resiliency
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We can now scale applications and databases up or out to meet any demand provided we have the budget for it. 

The services themselves have a built-in level of redundancy we didn’t have before. For instance, Azure storage is replicated three times by default. 

In addition, previously time-consuming tasks like database software upgrades are now automatic. 




=
University Integration and Expansion Opportunities
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Another benefit of the migration to Azure is that the university is directly integrated with Microsoft, which makes the contracting and procurement side of things more efficient. 

Additionally, with CoCoRaHS operating in Azure, there are numerous opportunities to improve the network by utilizing the many services that are available. For instance, Computer Vision services could be used to moderate content in images so we can add photo upload support to observation forms.

When evaluating potential opportunities, we must be budget conscious when considering which services we use and how we use them, because some “enterprise” services have “enterprise” price tags.




Architecture Overview High-level View of Azure Services CoCoRaHS is Using
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I know I promised not to get into the technical details, so I will keep it at the thirty-thousand-foot view. 

Across our experimentation, development, and production environments CoCoRaHS is utilizing 146 instances of 34 different Azure services. This speaks to the need for system architecture documentation.  


ArChiteCtU re OverVieW Precipitation Observations Pipeline for bulk.cocorahs.org
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Here is an example of what system architecture documentation might look like. 

In this case, the diagram details, the process of generating the zip files that NCEI uses to ingest CoCoRaHS data. 


Mapping

maps.cocorahs.org
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Presentation Notes
While the migration of the cyber-infrastructure was a major change. It was invisible as far as stakeholders are concerned. The release of the new mapping system was the most visible change to CoCoRaHS in years. 


Mapp| ng maps.cocorahs.org is now in production
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The interactive mapping application went through four major versions over the last several years before finally getting to the point that it could meet the functional and performance requirements that we set for it. 

maps.cocorahs.org was officially made public last August. 
Since then, it has received two significant upgrades including bug fixes, feature additions, and performance improvements based on user feedback. 

Some of the benefits of the app are that:
It provides a level of functionality and interactivity we have never offered before  
All the data can be mapped without crashing users’ browsers
And it has a responsive layout that adapts to tablet and mobile screens

My goal is to be able to dedicate two months a year to working on improvements across all our mapping applications. 


Mapp| ng Application and Data Sync Overview
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Presentation Notes
To users, the mapping system is the Angular application they use from their computers, tablets, or phones. In reality, it is a bit more complicated than that. 

The Angular application, which runs as a static website in Azure Storage is served via a Content Delivery Network to improve performance by copying the files to servers located near our users. 

The Angular app relies on APIs provided by Carto. Carto is a Software as a Service mapping provider. The data that is mapped is stored in a Postgres database at Carto. 

We have a web API whose job is to manage the syncing of data between our primary SQL Server database in Azure and the Postgres database at Carto. That data sync process is orchestrated via Azure Logic Apps, which log all sync events and send me a text message if one of them fails. The data is synced every two minutes during our peak data entry times, and every five minutes at less busy times.  


Roadmap ---——_

Where are we going?
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Presentation Notes
With two major milestones in the rearview mirror, let’s look down the road to see where we’re heading. 


ROad map Projects in the pipeline

* Mapping improvements

» Terminology consistency (requires many updates across apps and content)

» Create data warehouse

 CoCoRaHS Member Account improvements (Identity Management)

« Mailing list integration improvements

« QC Ticketing System

« Water Year Summary reporting improvements

« Station Data Dashboard

* Mobile App Development

« Data export and APl improvements

» Achievement Dashboard (Badges and Certificates)

« Website User Interface updates

* Improve requirements documentation

* Improve cyber-infrastructure documentation

* Improve metric and internationalization support

* Prototype photo upload with automated content screening

« State, regional, and county coordinator management and display from the
database

« Data integration improvements
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This is a comprehensive, although not exhaustive, list of projects we would like to complete. Every one of these projects would add value to the network. 

There are some interdependencies between projects. For instance, the mailing list integration will require changes to CoCoRaHS account management such as the ability for users to sign up as non-observing members. 

The QC Ticketing system will require the coordinator management system to be in place. 

The mobile apps depend on the API. 

Data analysis projects such as the Water Year Summary reports and Station Data Dashboard will depend upon the data warehouse. While the terminology consistency project is not technically complex, it will require extensive changes across applications. 


ROad ma p What is our IT capacity?

* One developer => 50 Work weeks a year

« Operations related tasks take roughly 25% of the available
development time (12 weeks per year)

« Set aside at least 2 weeks for the unexpected (proposal writing,
external API changes, etc.)

« That leaves 36 weeks a year for application development

« What's that project timeline look like in that context?
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In order to determine how far down the road we can get in a year, it is necessary to consider our IT capacity. CoCoRaHS has one IT staffer.

Let’s assume he works 50 weeks in a year. Let’s also assume operations related tasks take roughly a quarter of that time. 

Set another two weeks aside for the unexpected, which is probably being overly optimistic, and that leaves 36 weeks out of the year for application development. 

So, what does the project timeline look like in that context? 


ROad map Project timeline based on rough estimates

Plan Start  June 2021

Operations

Unexpecied ths

Account Mgmt - 4 Weeks
Mailing List Integration . 2 Weeks
Terminology Updates . 2 Weeks

Coordinator Mgmt - 4 Weekg
QC Ticketing System
Data Warehouse - 4 Weeks

Water Year Summary . 3 Weels
Station Data Dashboard . 3 Weeks

Mapping App Update
ldentity Mgmt
Website Improvements
Data APl Improvements

Achievement Dashboard - 4 Wesks
HG Mobile App Dev
Photo Upload Prototype . 1 Weeks

Internationalization AI mOSt 2 yea rS
Data Integration . 3 Weeks Of WO rk

Reguirements Docs . 3 [Vesks I d f
Infrastructure Docs 3 Weeks . p a n ne Or
Jul 21 Oct 21 Jan 22 Apr 22 Jul 22 Oct 22 Jan 23 Apr 73— neXt year!
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By applying rough estimates to the projects, which may also be overly optimistic, we can see that there is about two years' worth of work we would like to accomplish in the next year. 

As I already mentioned, all of these projects would add value to the network, so we would rather not simply cut back on our ambitions. 

We could take two years to get them accomplished, but that would delay the return on investment these projects could provide. 

For us, ROI is measured in terms of improved recruitment and retention of observers, increases in the quantity and quality of the data, as well as increased data usage by institutional data users and the public. 

The question then becomes, how do we increase IT capacity? 


ROad ma p Increase IT capacity

SOl

llance

your solution experts.

CoCoRaHS can outsource IT operations and development work to increase IT capacity
while maintaining budget sustainability

Solliance helped CoCoRaHS prepare for and implement the migration to Azure

They are currently helping with monitoring and operations of the

cyber-infrastructure in Azure

How much could CoCoRaHS expand its IT capacity?
« CSU has a $150K limit for any vendor
(not that we have the budget for it, but it provides a theoretical limit)
« Solliance charges $150 per hour
1,000 hours = 25 work weeks

There are other vendors we could work with as well for design work, front-end
development, database expertise, and mobile app development if there is budget for it.
There is an internal time cost associated with outsourcing work, both from a
contracting perspective and a project management/coordination perspective.
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We increase IT capacity by asking for help.

We have worked with Solliance for several years now. They helped us with the preparation for, and the implementation of, the migration to Azure. They also helped us with the AI for Earth project. Currently they are providing operational support as we seek to make continuous incremental improvements in our cyber-infrastructure. We have a contract in place for operational support through the next fiscal year. 

With Solliance we get the ability to tap into a variety of technical experts whose experience matches the specific task at hand. We also have the flexibility to match the workload to our budget in a way that we couldn’t if we tried to hire additional staff.  

How far could we expand CoCoRaHS’ IT capacity to meet our goals? 

The university has a limit of $150 thousand dollars for any single vendor. So that is our topline amount regardless of our budget. 
Solliance charges us $150 dollars per hour. That divides nicely into 1,000 hours, which is 25 work weeks. 

If you think that my capacity is 36 development weeks a year and Solliance hours are for task specific experts, which should be more time efficient, this is a big potential increase in capacity. 
That said, we may not have the budget to max out the potential capacity, but I think it gives some clarity as to what is feasible. 

We also have the potential to further increase our IT capacity by using other vendors for things like design work, front-end development, database expertise, and mobile app development. 

I do want to point out that there is an internal time cost associated with outsourcing work, as it requires time to get the contracts through the university’s procurement process and well as the time spent defining requirements for and managing outsourced projects. 

The more we outsource projects the more of my time I spend on project management versus application development. 
The net effect is an increase in IT capacity, but it isn’t purely additive. 






Ta keawayS Five things to remember

« Last year saw some significant improvements to the CoCoRaHS cyber-
infrastructure; some highly visible, others less visible but no less important.

 The CoCoRaHS cyber-infrastructure is more complicated than it may seem on
the surface

« We have a ton of great value-adding projects to work on
« We don't have the capacity to do it all in the timeframe we would like

* There are options to increase our IT capacity if we can afford to do so
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What are the takeaways from this update? 
Last year saw some significant improvements to the CoCoRaHS cyber-infrastructure; some highly visible, others less visible but no less important. 
The CoCoRaHS cyber-infrastructure is more complicated than it may seem on the surface
We have a ton of great value-adding projects to work on
We don’t have the capacity to do it all in the timeframe we would like
And there are options to increase our IT capacity if we can afford to do so


M Julian Turner
julian@colostate.edu

Thank you
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